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How to represent a concept? Multilingual Chinese—English
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Accuracies were markedly better than the random baselin
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« DPCs create simple yet powerful baselines for WSD.

See howcross-lingual DPCs can be used to obtain state-of-thesaraintic distance accuracies
IN a resource-poor language using a knowledge source fr@wsoarce-rich one.
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