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1 Introduction

Plesionyms, or near-synonyms, are words that are amost
synonyms, but not quite. The need to deal adequately with
plesionymy in tasks such aslexical choiceisthebasisfor two
aternatives to conventional models of lexical knowledge: a
Saussurean approach and a prototype-theory approach. In
this paper, | will discuss these approaches, showing that the
latter istroublesome but the former islikely to succeed.

2 A smplistic model of lexical
knowledge

Here' s the starting point. It lookslike a strawv man, but it has
endu[ed well, having been constructed around a stout cement
post.

Any system for understanding or generating natural lan-
guage needs both a lexicon of the words in the language or
languages in question and some knowledge of the world, in-
cluding ataxonomic hierarchy of concepts. A common view
of the relationship between these two structuresis that ele-
ments of the lexicon hang off the taxonomic hierarchy. That
is, the node for any concept in the hierarchy that has a name
inthe given language—somewill have, some won’t—will in-
corporate the lexical entry for that word (or, more precisaly,
for that word sense). If two or more words denote the same
concept, al will beincluded; if awordisambiguous, itsdiffer-
ent senses appear at their respective nodes. And conversaly,
it is assumed that, for each word sense in the lexicon, there
isanode (or ensemble of nodes) somewhere in the hierarchy
for it to be attached to; otherwise, the system simply doesn’t
‘understand’ that word sense. Thus, the taxonomic hierar-
chy, augmented by alexicon, could look like the simplified
fragment shown in Figure 1.

In this view, then, the task of understanding a word in a
sentence is to find (presumably by means of an index into
the hierarchy) the node or nodes to which it is attached, dis-
ambiguate if necessary, and add the result to the structure
that is being built to represent the sentence. Conversely, the
task of choosing wordsin natural language generation from
a conceptua structureis to find a suitable set of words that
‘cover’ the structure and assemble them into a sentence in
accordance with the syntactic and pragmatic rules of thelan-

1The exposition below is intended as a synthesis, syncretism,
or parody of many models found in the literature, not necessarily
faithful to any particular one. For examples, see the papers in
Evens 1988 (especially Sowa's) and in Pustejovsky and Bergler
1992 (especially those by Nirenburg and Levin, Sowa, and Burkert
and Forster). The cement post itself is perhaps Kay 1971.

guage (Miezitis 1988; Nogier and Zock 1992; Stede 1993, to
appear).

3 Plesionyms

True synonymy, as simplistically illustrated in Figure 1, is
quiterare. It islimited mostly to technical terms (distichous,
two-ranked; groundhog, woodchuck) and groups of words
that differ only in collocationa properties, or thelike. More
frequently, wordsthat are closein meaning are plesionyms—
not fully inter-substitutable but varying in their shades of
denotation, connotation, implicature, emphasis, or register
(DiMarco, Hirst, and Stede 1993, adapting the definitions of
Cruse 1986). For example, lie, falsehood, untruth, fib, and
misrepresentation all mean a statement that does not conform
tothetruth. But alieisadeliberate attempt to deceive that is
aflat contradiction of the truth, whereas a misrepresentation
may be more indirect, as by misplacement of emphasis, an
untruth might be told merely out of ignorance, and afib is
deliberatebut relatively trivial, possibly told to save one’ sown
or another’'sface (Gove 1984). Moreover, fib isan informal,
childish term, while falsehood is quite formal, and untruth
can be used euphemistically to avoid some of the derogatory
implicationsof some of the other terms (Gove 1984; compare
Coleman and Kay 1981). Table 1 showsafew of thewaysin
which plesionyms may differ. Often, plesionyms will differ
in several ways at once. Some of the examples in the table
will be explained below.

It can be difficult even for native speakers of alanguage to
command the differences between plesionyms well enough
to use them with invariable precision, or to articulate those
differences even when they are known. Consequently, many
reference booksare published to helpin that task (e.g., Bailly
1970; Bénac 1956; Gove 1984; Hayakawa 1968; Room 1985;
Urdang 1992). DiMarco and Hirst (1993; DiMarco, Hirst,
and Stede 1993) studied such booksin order to determinejust
what kinds of differentiae are adduced between plesionyms.

Table 1: Some of the waysin which plesionyms may differ.

DIFFERENCE EXAMPLE
Denotation, coarse-grained  yawl, ketch
Denotation, fine-grained lie fib, ...
Denotation, fuzzy forest, woods
Emphasis foe, enemy
Implicature mislay, lose
Formality drunk, pissed, ...
Attitude of spesker skinny, slim




THING

EVENT PHYSICAL OBJECT STATE
i IR
e - / \ > ~
£ /4 ANIMAL N\ RN
/E/\

MAMMAL BIRD

“mammal” legs=2

“Saugetier” “bird”
“Vogel”

HUMAN CAT DOG JUNCO || PEACOCK
legs=2 legs=4 legs=4 grey blue+green
smart elegant smart elegant elegant

“human, “cat, “dog, “junco, “peacock”

person” puss” hound” spuglet” “Pfau”

“Mensch,| | “Katze, “Hund” “Junko”

Person” Mieze”

Figure 1: A taxonomic hierarchy, with simplistic lexicons for English and German.

They found that while some differentiae are easily expressed
intermsof clear-cut symbolicfeatures (such as CONTINUOUS/
INTERMITTENT: Wine {seeped | dripped} from the barrdl),
many are not. Rather, the distinction is a matter of empha
sis upon different components of the meaning, or isavague,
ill-defined boundary that might cut across severa dimensions
simultaneously. For example, the difference between enemy
and foeisthat theformer stresses antagonism or hatred while
the latter stresses active fighting rather than emotional reac-
tion (Gove 1984). The difference between mislay and lose
is that the former implicates an expectation that the missing
item will be found and the latter that it won't be; and mislay
suggests absent-mindedness as a cause, whereas| ose need not
(Hayakawa 1968). The choice between forest and woods (or
wood) depends on a complex mixture of size, wildness, and
distance from an urban area (Room 1985).2 Thus the choice
between two or more plesionyms cannot necessarily be made
merely by a discrimination net—style sequence of ever-finer
decisions as to denotation and connotation.

2Notice all the hedgesin this explanation of the difference: “A
‘wood’ is smaller than a ‘forest’, is not so primitive, and is usually
nearer to civilization. This meansthat a ‘forest’ isfairly extensive,
is to some extent wild, and on the whole not near large towns or

Similar problems occur with lexica transfer in tranda
tion: the word in the target language that is closest to that
in the source text might be a plesionym rather than an exact
synonym. For example, the German word Wald is close in
meaning to the English word forest, but Wald can denote a
rather smaller and more urban area of trees than forest; that
is, Wald takes in some of the English word woods as well,
and in some situations, woods will be a better trandlation of
Wald than forest. We can think of Wald, forest, and woods as
across-linguistic plesionym group.

4 A Saussurean approach

4.1 Differencesare objects

Unfortunately, fine-grained and fuzzy differentiation doesnot
lend itself well to the taxonomic model of the lexicon that
we described in Section 2 above. In such a model, each
member of a group of plesionyms must be represented as a
separate concept (or group of concepts), and, except perhaps

cities. In addition, a ‘forest’ often has game or wild animalsin it,
which a ‘wood’ does not, apart from the standard quota of regular
rural denizens such as rabbits, foxes and birds of various kinds ...”
(Room 1985, p. 270).



in the case of straightforward symbolic features such as de-
gree of formality, thisis not easy or natural. Even simple
cases can lead to a multiplicity of concepts that are awk-
wardly language-dependent. For example, for the fib group
of plesionyms, we would have to be able to define separate
concepts in the hierarchy for UNTRUE-ASSERTION, divided
into ACCIDENTAL-UNTRUTH for untruth, and DELIBERATE-
UNTRUTH, in turn divided into DIRECT-DELIBERATE-UNTRUTH
for lie, INDIRECT-DELIBERATE-UNTRUTH for misrepresenta-
tion, and SMALL-FACE-SAVING-DELIBERATE-UNTRUTH for fib.
And so on, not only for English, but also for the exact di-
visions made by every other language that is known to the
system.®

But thetransition from the conceptsin the knowledge base
to the words that denote them has to be made somewhere,
The proposal here is that it should be higher rather than
lower. That is, the conceptua hierarchy should be fairly
coarse-grained—in effect, it should record only relatively
language-independent concepts—and the fine tuning, includ-
ing differentiation between plesionyms, can then be donein
thelexical entriesfor each separate language.*

The reader will possibly have recognized that the preced-
ing discussion isimplicitly Saussurean; so let us make it ex-
plicit. For Saussure, “athoughin general adifference presup-
poses positive terms between which the difference holds, in
alanguage there are only differences, and no positive terms’
(1916, p. 166). Takentothisextreme, the positionisparadox-
ical; but we need only milder versions of the same idea—for
example, Clark’s (1992) Principle of Contrast: “Every two
[linguistic] forms contrast in meaning” (p. 172).

The idea, then, is that we recognize differences or con-
trasts as objects in their own right that can be represented
and reasoned about (and, for that matter, taxonomized and
differentiated). We can then use these objects in describing
the nuances of meaning that distinguish plesionymsfrom one
another and in choosing among them. In other words, our
lexicon will no longer be defined simply in positive terms;
rather, each concept will now contain information on differ-
entiation of any set of plesionymsthat is mapped to it. This
information may, nonetheless, be expressed in the vocabu-
lary of the hierarchy itself, with connectives and operators
based upon the classes of lexical differentiation described by
DiMarco, Hirst, and Stede (1993).

4.2 Differencesbetween concepts

In order to see how we can treat differences as first-class ob-
jects, we'll first consider the simpler case of differences be-

3Some systems have indeed taken this approach, eg., Emele,
Heid, Momma, and Zajac 1992.

4] thus sidestep the long-debated question of exactly what degree
of inter-substitutability should count as synonymy or near-synonymy
(Egan 1942; Sparck Jones 1986; Cruse 1986). For this work, syn-
onymy and near-synonymy arise at the point in the conceptual net-
work at which a (language-independent) concept diverges into the
set of (language-dependent) lexical entries for the words that, in
one way or another, denote that concept. That is, the groups of
words among which we need to discriminate are exactly the groups
of words (in each language of interest) that correspond to each sin-
gle concept in the taxonomic hierarchy of the knowledge base of
the system. For convenience, | shall refer to each group as a set
of plesionyms or near-synonyms, but | intend by these labels no
theoretical import beyond that of this operational definition.

tween concepts before we [ook at sub-conceptua differences
between plesionyms. In particular, we'll consider concepts
that are close to one another in the taxonomic hierarchy and
are structurally alignable (Gentner and Markman 1994)—
that is, the two concepts have many attributesin common, al-
beit with possibly different values for those attributes. (Thus
the concepts of bus and train are structurally alignable; those
of canary and shopping mall are not.)

For example, the difference between ayawl and aketchis
that, whileboth are two-masted sailing yachts, ayaw! hasthe
mizzenmast set aft of the rudderpost instead of forward.® If
our knowledge of varioustypes of sailing vesselsiskeptina
taxonomic hierarchy, perhaps as shown in Figure 2, then this
difference isa set of contrasting attribute-value pairs, where
each attribute either takes on different values for each object
or ismissing entirely from one of the objects. In effect, itis
apropositionthat we might write likethis:

(1) Diff (yawl / ketch) =
[location (mizzen) =
aft-of-rudderpost /
forward—of—rudderpost]6
‘The difference between ayawl and aketch isthat the
location of the mizzenmast is aft-of-rudderpost in the
former and forward-of-rudderpost in the | atter’

| allow Diff to take as arguments both the symbols for
concepts in the taxonomic hierarchy and the words as-
sociated with them. So for the previous example, we
could equivalently have written Diff ("Besankutter"
/ "Ketsch") or (crosslinguistically) Diff ("Besan-
kutter" / "ketch") or even Diff ("Besankutter" /
ketch).

Clearly, these differences can be computed from the taxo-
nomic hierarchy by collecting the attributes specified in each
node aong the paths from the two objects to their most spe-
cific subsumer (which, in this example, is their immediate
parent). If there are any attributes along the paths that are
identical, they are deleted from the set. Thus, in the hierar-
chy of animalsshownin Figure1, it just happensthat humans
and birds, although taxonomically quite distinct, both have
two legs, and hence we have;

(2) Diff (human / junco) =
[smart / (grey, elegant)]’
‘Thedifferences between ahuman and ajunco arethat
only theformer issmart and only thelatter isgrey and
elegant’

| conjecturethat thiskind of computation and reification of
differences has some claim to psychological reality. Gentner
and Markman (1994) have shown that people can very easily
articulate the differences between two atructuraly alignable

5This example was suggested to me by L aurence Urdang.

5My notation should be reasonably transparent. Diff takes two
arguments, separated by a slash. Its value is a list of differences
(only onein this example). Where the two arguments have different
values for a shared attribute, | write the difference as the attribute
name followed by an equals-sign and the two values separated by
aslash, as seen here. Where one argument has an attribute that the
other entirely lacks, | will write the attribute—value pair on one side
of the slash and & on the other.

7| write this as a convenient abbreviation for [smart / @
@ / grey; @ / elegant].
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Figure 2: A fragment of a field guide to yachts. The con-
ceptual and English data are from Urdang 1992; the German
data are from Langenscheidt’'s New College German Dictio-
nary (New York: Langenscheidt, 1991).

concepts. |f people have the ability to compute differences,
we would expect that they sometimes keep the results—that
is, that they have explicit, pre-compiled knowledge of differ-
ences between closely related concepts and closely related
words. Research such as that of Gentner and Markman is
consistent with this conjecture, but | am not aware of any
research that explicitly testsit.

4.3 Comparingdifferences

| dluded earlier to the problem of lexical transfer in machine
trang ation when the nearest wordsin the target language are

but plesionyms of the source word, each a little different in
meaning fromit. To decide which target word might be best
in a particular situation, we need the notion of finding the
smallest difference—that is, in genera, we need to be able
to compare differences between pairs of words (whether in
the same language or different languages). The implication
isthat in MT we will often need to explicitly represent dif-
ferences between cross-linguistic plesionyms. Indeed, we
should expect this, for exactly the same reason that we need
differentiation and usage notes in a single language.

A comparison of conceptua differences will need to in-
corporate several factors. For example, if D; and D, are
differences, we might write D; < D, if there is an ordering
on the attribute-values that appear in them:

(3) [legs =2/ 4] < [legs = 2 / 6]
‘The difference between a two-legged object and a
four-legged object is smaller than the difference be-
tween a two-legged object and a six-legged object.

We might also say that D; < D, if D, extends D; with addi-
tional differences:

(4) [legs =2/ 4] <
[legs = 2 / 4; smart / @]
‘The difference between a two-legged object and a
four-legged object is smaller than the difference be-
tween a smart two-legged object and a four-legged
object.

Clearly, two differences need not be comparable at all. There
is no relationship apparent between, say, [legs = 2 / 4]
and [mainsail = quadrilateral / triangular].

4.4 Sub-conceptual differences

Now, if our differentiae used only the conceptual information
of the taxonomic hierarchy, we would gain little. We need to
aso be able to talk about fine-grained sub-conceptual differ-
ences, for example, Diff ("meddlesome" / "prying"),
where both words map to the same concept inthe hierarchy—
interfering,|let’ssay—and hence, by our definitionabove,
thedifferenceisempty. Theproposal isthat such plesionymic
differences must be explicitly incorporated into the lexical
entries of the words. That is, we have in effect, a ‘usage
note’ that describes how the words differ and when one or
the other might be more appropriate. Such ‘usage notes
need not be propositiona—infact, they would be agrab-bag
of tendencies, emphases, implicatures, microfeatures (both
connotational and denotational), discrimination nets (where
possible) or other decision procedures, exemplars, and so on.
We thus acknowledge the Saussurean notion that meaning at
thislevel isexpressible only interms of differences.

So that the differences adduced by such usage notescan be
first-class objects that can be reasoned about and compared
with one another, just like our conceptual-level differences, |
extend the definition of Diff so that it returns the appropri-
ate usage note when its arguments are isoconceptua words.
Moreover, the procedures that operate upon differences must
beabletowork on all typesof differences, including mixtures
of different types.

Developing suitable representations and procedures for
these usage notesisthe goa of our present research.



5 Theprototype-theory approach

One likely kind of usage note that does not fit the Saussurean
notion well is onethat is based on exemplars. For example,
Diff ("forest" / "woods') mightbest beexpressed not
in comparative terms but rather by presenting a canonical
example of each.

Theideathat some plesionym groups can be differentiated
by reference to exemplars is reminiscent of prototype the-
ory. Prototypetheorists, best exemplified by Lakoff (1987),
reject the notion that concepts can be organized by necessary
and sufficient conditions into a taxonomic hierarchy such
as that of Figure 1. Instead, knowledge is organized into
categories “by means of” (p. 68) idealized cognitive mod-
els(ICMs)—gestaltsthat includea schema-like propositional
structure (alaFillmore 1982, perhaps as devel oped by Barsa
lou 1992), an image-schematic structure, and metaphoric and
metonymic mappings. (Compare the lexical entries of Allan
(1990, 1992).) Membership in a category may be based on
similarity to a prototype, and may be a matter of degree.

In thisframework, Lakoff (pp. 131ff) analyzes word pairs
such as thrifty / stingy as, in effect, competing idealized cog-
nitivemodels.? Thus, inthisanalysis, Rossisthriftyand Ross
isstingy can denote the same state of affairs, or have the same
truth conditions; but they differ in that the former evokes (or
‘pragmatically presupposes’) an idealized cognitivemodel in
which spending as little money as possible is thought to be
good, whereasthe | atter evokesan ICM inwhich itisthought
to bebad. And with a sentence such as Rossisn't stingy, he's
thrifty, the speaker isexplicitly regjecting one ICM in favor of
the another.

Now, this analysis is simplistic—thrifty and stingy differ
in more than just the speaker’s expressed attitude®—but a
coherent position can be derived from it: that (except in the
rare case of completely inter-substitutable synonyms) any
contrast between two or more words is a contrast between
ICMs. Thiswould be an explicit rejection of the Saussurean
approach, as ICMs, being gestalts, are (I assume) defined
solely in positive terms.  And it would be a claim that, no
matter how close two plesionyms are, they nonethel ess have
distinct ICMs.20

Asapsychological claim, such apositionis quiteprobably
wrong. Aswe observed in Section 4.2 above, itislikdy that
people have explicit mental representationsof differences be-
tween at | east some near-synonymsas part of their knowledge
of the meanings of the words. But this seems to be at odds
with the orthodox prototype-theory view of the lexicon.

Neverthel ess, atenableview of someaspectsof plesionymy
can indeed be developed within the framework of prototype
theory. | suggest that plesionyms often do represent the same
concept or ICM, but they exhibit differing prototypes of the

8L akoff’s analysis is based largely on that of Fillmore (1982,
1985).
9Specifically, thrifty implies a careful use of limited resources
to maximal utility, whereas stingy implies selfishness, greed, and a
close-fistedness beyond any that circumstances necessitate. Gove
(1984) doesn’'t regard them even as members of the same plesionym
group.
191's not clear whether L akoff actually intended thisto beinferred
from his discussion. His prolix, holographic style of writing makes
it hard for oneto be certain of his precise position here.

concept or denote variationsin degrees of exemplification or
membership of that concept.

Consider again, for example, the case of forest and woods.
While each has, presumably, a different prototype, it need
not follow that they have different ICMs. For if we were
to start to describe the ICM for each, we would find that
they were virtualy identical, differing only by the position
of the prototype in the ‘space’ of size, wildness, and so on
(seefootnote2). We could equivalently regard the two words
as sharing a single ICM within which each word has a dis-
tinct prototype. A similar argument can be made for other
groups of plesionymsin which one word shades into another
and their differences lie in matters of degree: strait, sound;
stingy, miserly; mist, fog; and so on. In other words, we rep-
resent such plesionym groupshby asingle! CM, or concept, or
however we wish to characterize it, and represent each word
in the group by a separate exemplar or prototype. When we
need to choose one of the wordsin the group to refer to some
particular object, we pick the one whose prototype is most
similar to the object.*

Unfortunately, like prototypetheory in general, thisiseasy
to describe but hard to make computationally precise and
useful. Certainly, no such model of the lexicon has yet been
devel oped within prototypetheory (though the work of Allan
(1992) isasmall first step). (Indeed, on some interpretations
of prototype theory, such a model would be thought to be
impossible in principle, or possible only if we are “fortu-
nate’ (Lakoff 1987, p. 287).) To the extent that prototypes
are propositional in nature, and to the extent that we can
develop a computational theory of similarity for comparing
other objectsto such propositional prototypes, we could per-
haps incorporatethem into a Saussurean model of thelexicon
as described in section 4 above, but in so doing we would be
throwing avay most of what prototype theory stands for.?

6 Conclusion

The fine nuances of many kindsthat plesionymsexhibit make
them difficult, if not impossible, to represent adequately in
conventional, symbolic, taxonomic models of the lexicon in
which words are denoted in grictly positive terms.  Some
plesionyms seem to be best defined by means of different
exemplars or prototypes of the same concept. Prototypethe-
ory, however, offerslittleor no assistance in building models
of the lexicon that can be applied computationally. Rather,
a multifaceted representation seems to be required in which
differences and contrasts are themselves objects of various
typesthat can be adduced as part of the definition of a group
of plesionyms. Our god is the devel opment of such arepre-
sentation.

“0bviously, | don't claim that all plesionym groups can be an-
alyzed this way. In particular, the effect of euphemism (and dys-
phemism) isusually achieved exactly by means of choosing aword
or phrase with a different ICM in order to avoid (or intensify) the
unpleasant imagery or associationsin the ICM of the original, ple-
sionymousword. Thisis particularly evident in the often-parodied
penchant of people of progressive politics to coin ponderous eu-
phemisms in the hope of changing societal attitudes to personal
attributes thought to be inappropriately deprecated.

2Grandy (1992) does just this when, in defining the idea of a
semantic field, heincludes prototypesin histaxonomically organized
“contrast sets”.
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