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Abstract
1. (@) Azintook a walkalong the river.

(b) Samgave a speecto a few students.

(c) Joantakes careof him when | am away.
(d) Theymade goodn their promise to win.
(e) You should alwaygtakethis into account

We investigate the meaning extensions
of very frequent and highly polysemous
verbs, both in terms of their compositional
contribution to a light verb construction
(LVC), and the patterns of acceptability of The light verb component of an LVC is “seman-
the resulting LVC. We develop composi- tically bleached” to some degree; consequently, the
tionality and acceptability measures that ~ semantic content of an LVC is assumed to be de-
draw on linguistic properties specific to termined primarily by the complement (Butt, 2003).
LVCs, and demonstrate that these statisti-  Nevertheless, light verbs exhibit meaning variations
cal, corpus-based measures correlate well  when combined with different complements. For ex-
with human judgments of each property. ample,givein give (someone) a preseimas a literal
meaning, i.e., “transfer of possession” offAING
to aRECIPIENT. In give a speechgive has a figura-
1 Introduction tive meaning: an abstract entitg §peechis “trans-
ferred” to the audience, but no “possession” is in-
Due to a cognitive priority for concrete, easily visu-volved. Ingive a groan the notion of transfer is
alizable entities, abstract notions are often expressegen further diminished.
in terms of more familiar and concrete things and Verbs exhibiting such meaning variations are
situations (Newman, 1996; Nunberg et al., 1994)widespread in many languages. Hence, successful
This gives rise to a widespread use of metaph®(LP applications—especially those requiring some
in language. In particular, certain verbs easily undegree of semantic interpretation—need to identify
dergo a process of metaphorization and meaningnd treat them appropriately. While figurative uses
extension (e.g., Pauwels, 2000; Newman and Ricef a light verb are indistinguishable on the surface
2004). Many such verbs refer to states or acts théiom a literal use, this distinction is essential to a
are central to human experience (esif,,put, give), machine translation system, as Table 1 illustrates. It
hence, they are often both highly polysemous and therefore important to determine automatic mech-
highly frequent. An important class of verbs proneanisms for distinguishing literal and figurative uses
to metaphorization arght verbs, on which we fo-  of light verbs.
cus in this paper. Moreover, in their figurative usages, light verbs
A light verb, such agjive take or make com- tend to have similar patterns of cooccurrence with
bines with a wide range of complements from differsemantically similar complements (e.g., Newman,
ent syntactic categories (including nouns, adjective§996). Each similar group of complement nouns can
and prepositions) to form a new predicate called aven be viewed as a possible meaning extension for
light verb construction (LVC). Examples of LVCs a light verb. For example, igive advice give or-
include: ders give a speechetc.,give contributes a notion of



Sentence in English Intermediate semantics Translation in French
Azin gaveSam a book. (el/give Azin a doanh livrea Sam.
T :agent (al/"Azin”) Azin gave abook to Sam.
:theme (b1/“book”)
recepient (s1/“Sam”))
Azin gavethe lasagna a tty (e2/give-a-try=try Azin a essagle lasagne.
- - :agent (al/*Azin”) Azin tried the lasagna.
‘theme (I1/“lasagna”))

Table 1: Sample sentences with literal and figurative usagewvef

“abstract transfer”, while iigive a groangive acry  and explore the extent to which this measure can re-
give a moanetc.,givecontributes a notion of “emis- veal class-based behaviour.

sion”. Therg is much debate on Whet'h_er light verbs Subsequent sections of the paper present the cor-
have one highly abstract (underspecified) meaning,,q exiraction methods for estimating our composi-

further determined by the context, or a number Gfisniity and acceptability measures, the collection
identifiable (related) subsenses (Pustejovsky, 1995; human judgments to which the measures will be

Newman, 1996). Ur_1der either view, it_ is i_mportamcompared, experimental results, and discussion.
to elucidate the relation between possible interpreta-

tions of a light verb and the sets of complements it
can occur with. 2 Compositionality of Light Verbs
This study is an initial investigation of techniques

for the automatic discovery of meaning extension§ PR I ; i
_ _ _ .1 Linguistic Properties: Syntactic Flexibilit
of light verbs in English. As alluded to above, we J P y Y

focus on two issues: (i) the distinction of literal ver-\yss focus on a broadly-documented subclass of light
sus figurative usages, and (ii) the role of semantizeryy constructions, in which the complement is an
cally similar classes of complements in refining theycivity noun that is often the main source of seman-
figurative meanings. tic predication (Wierzbicka, 1982). Such comple-
In addressing the first task, we note the connectiofents are assumed to be indefinite, non-referential
between the literal/figurative distinction and the depredicative nominals (PNs) that are often morpho-
gree to which a light verb contributes composition1ogica”y related to a verb (see the complements in
ally to the semantics of an expression. In Section %xamples (la—c) above). We refer to this class of

we elaborate on the syntactic properties that relajgyht verb constructions as “LV+PN” constructions,
to the compositionality of light verbs, and proposg,, simply LVCs.

a statistical measure incorporating these properties,

which places light verb usages on a continuum of Thert(_a IS rfnuTh !|n?g£stlcde\f[|den_ce t?at slemantlc
meaning from literal to figurative. Figure 1(a) de-Properties ot a ‘exicalitem determing, fo a farge ex-
tent, its syntactic behaviour (e.g., Rappaport Hovav

and Levin, 1998). In particular, the degree of com-
The second issue above relates to our Iong-ter%os'thnalgy ((i)ecomlf osablltlty) f(?f atl T u|t|w?rt_:l et>_< i
goal of dividing the space of figurative uses of & 'CJ v o ciomations, e, its syntactic flei-
light verb into semantically coherent segments, as. . o ’ i
J y g ablllty (e.g., Nunberg et al., 1994). English “LV+PN”"

shown in Figure 1(b). Section 3 describes our hy- Tucti ¢ i trict h
pothesis on the class-based nature of the ability gpnstructions entorce certain restrictions on e syn-

potential complements to combine with a light veeraCtIC freedom of their noun compqnents (Kearns,
At this point we cannot spell out the different figura-zoqz_)' In Some, the_ noun may _be mtrodgc_ed by a
tive meanings of the light verb associated with sucHef'mte artlcle., pluralized, passivized, relativized, or
classes. We take a preliminary step in proposing %venwh-questloned:

statistical measure of the acceptability of a combi-

nation of a light verb and a class of complements,

picts such a continuum in the semantic spacgivd
with the literal usages represented as the core.
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Figure 1: Two possible partitionings of the semantic spaagve
2. (a) Azingave a speecto a few students. at its frequency of occurrence in any of a set of
(b) Azin gave the speedist now. relevant syntactic patterns, such as those in exam-
(c) Azin gavea couple ofspeechetast night.  ples (2) and (3). The measureo@pP(LV,N), as-
(d) A speeclwasgivenby Azin just now. signs a score to a given combination of a light verb
(e) Which speechid Azin give? (LV) and a nounN):
Others have little or no syntactic freedom: COMP(LV,N) =
3. (a) Azingave a groarjust now. AssodLV;N) +
(b) * Azin gave the groarust now. DIFF (AsSOQLV;N,PSyes), ASSOQLV; N, PSeg)

(c) ? Azingavea couple ofgroanslast night. i o
(d) * A groanwasgivenby Azin just now. That is, the greater the association betwE¥rand

(€) * Which groandid Azin give? N a_md th_e grea‘Fe_r the differ_ence between their agso-
T ] ciation with positive syntactic patterns and negative
Recall thagivein give a groanis presumed 0 be gy nactic patterns, the more figurative the meaning
a more abstract usage thaivein give a speechin ¢ he jight verb, and the higher the score.
general, the degree to which the light verb retains 11,4 strength of the association between the light
aspects of its literal meaning—and contributes themary and the complement noun is measured using

compositionally to the LVC—is reflected in the de-,qinnyise mutual information (PMI) whose standard
gree of syntactic freedom exhibited by the LVC. W&, mula is given heré:

exploit this insight to devise a statistical measure of

compositionality, which uses evidence of syntactic ~ AssoqLV:N) = | Pr(LV,N)
(in)flexibility of a potential LVC to situate it on a Pr(LV) Pr(N)

scale of literal to figurative usage of the light verb: ~ logt f(LV,N)

i.e., the more inflexible the expression, the more fig- f(LV) f(N)

urative (less compositional) the meaning. wheren is an estimate of the total number of verb

and object noun pairs in the corpus.

o q tifies the d N IPMI is subject to overestimation for low frequency items
ur proposed measure quantmnes the degree o Sy(rﬂ)'unning, 1993), thus we require a minimum frequency of oc-

tactic flexibility of a light verb usage by looking currence for the expressions under study.

2.2 A Statistical Measure of Compositionality



PSos represents the set of syntactic patterns prend others have noted that the way in which LVs
ferred by less-compositional (more figurative) LVCscombine with such PNs to form acceptable LVCs
(e.g., asin (3a)), anBS,eg represents less preferredis semantically patterned—that is, PNs with similar
patterns (e.g., those in (3b—e)). Typically, these pasemantics appear to have the same trends of cooc-
terns most affect the expression of the complemerturrence with an LV.
noun. Thus, to measure the strength of associationOur hypothesis is that semantically similar
between an expression and a set of patterns, we Us¢Cs—i.e., those formed from an LV plus any of
the PMI of the light verb, and the complement noura set of semantically similar PNs—distinguish a fig-
appearing in all of the patterns in the set, asin:  urative subsense of the LV. In the long run, if this is

true, it could be exploited by using class information
ASSOQLV;N,PSos) = PMI(LV;N,PSys) to extend our knowledge of acceptable LVCs and
— log Pr(LV,N,PSys) their likely meaning (cf. such an approach to verb
Pr(LV) Pr(N,PS,0s)  particle constructions by Villavicencio, 2003).
n f(LV,N,PSys) As steps to achieving this long-term goal, we must
f(LV) f(N,PSys) first devise an acceptability measure which deter-
mines, for a given LV, which PNs it successfully
in which counts of occurrences ®f in syntactic combines with. We can even use this measure to
contexts represented BS,0s are summed over all provide evidence on whether the hypothesized class-
patterns in the set. #soqLV;N,PSy) is defined based behaviour holds, by seeing if the measure ex-
analogously usingS,eqin place ofPSyos. hibits differing behaviour across semantic classes of

DIFF measures the difference between the asspetential complements.
ciation strengths of the positive and negative pat- o -
tern sets, referred to assO0Gyos and ASSOGeg 3.2 A Statistical Measure of Acceptability
respectively. Our calculation of #socuses max- We develop a probability formula that captures the
imum likelihood estimates of the true probabilities.likelihood of a given LV and PN forming an accept-
To account for resulting errors, we compare the twable LVC. The probability depends on both the LV
confidence interval§ASss0Gyes+ AASSOGd and and the PN, and on these elements being used in an
[ASSOGiegAASSOGg, asin Lin (1999). We take LVC:
the minimum distance between the two as a conser-

log

vative estimate of the true difference: AcPT(LV,PN)
= Pr(LV,PN,LVC)
DIFF(ASSOQLV;N, PSos), ASSOQLV; N, PSheg)) ~ — Pr(PN) Pr(LVC|PN) PH{LV|PN,LVC)
(ASSOGys— AASSOGyos)

The first factor, P{PN), reflects the linguistic
observation that higher frequency words are more
gkely to be used as LVC complements (Wierzbicka,

—(ASSOGieg+ AASSOGeg)

Taking the difference between confidence interval ) _ his £ i h
lessens the effect of differences that are not statis&-98 )- We estimate this factor byPN) /n, wheren

cally significant. (The confidence level-a, is set Is the number _O,f words in Fhe corpus.
to 95% in all experiments.) The probability that a given LV and PN form an

acceptable LVC further depends on how likely it is
3 Acceptability Across Semantic Classes thatthe PN combines witlnylight verbs to form an
LVC. The frequency with which a PN forms LVCs is
estimated as the number of times we observe itin the
In this aspect of our work, we narrow our focus ontgrototypical “LV a/an PN” pattern across LVs. (Note
a subclass of “LV+PN” constructions that have a PNhat such counts are an overestimate, since we can-
complement in a stem form identical to a verb, prenot determine which usages are indeed LVCs vs. lit-
ceded (typically) by an indefinite determiner (as ireral uses of the LV.) Since these counts consider the
(1a—b) above). Kearns (2002), Wierzbicka (1982)N only in the context of an indefinite determiner,

3.1 Linguistic Properties: Class Behaviour



we normalize over counts of “a/an PN” (noted aslevelopment and test expressions by combigirng
aPN) to form the conditional probability estimate of or takewith verbs from selected semantic classes of

the second factor: Levin (1993), taken from Stevenson et al. (2004).
\"
2 H(Lvi,aPN) 4.3 Corpora
Pr(LVC|PN) ~ = ,
f(aPN) We gather estimates for ouramp measure from the

BNC, processed using the Collins parser (Collins,

wherev is the number of light verbs considered.
The third factor, P{LV|PN,LVC), reflects that 1999) and TGrep_Z (Rohqle, 2004). Because some
. ) .. LVCs can be rare in classical corpora, ouc#r es-
different LVs have varying degrees of acceptability’ ,
. . . oo timates are drawn from the World Wide Web (the
when used with a given PN in an LVC. We similarly

estimate this factor with counts of the given LV and’ ubsection indexed by Altavista). In our compari-

PN in the typical LVC patternt (LV, aPN) /f (aPN). son of the two measures, we use web data for both,

Combining the estimates of the three factoréjsmg.as'mp“ﬂeoI version of GuP. The high level
of noise on the web will influence the performance

yields: of both measures, but@p more severely, due to
AcPT(LV,PN) ~ its reliance on comparisons of syntactic patterns.
v Web counts are based on an exact-phrase query to
f(PN) iglf(LV"aPN) f(LV,aPN) AltaVista, with the number of pages containing the
n  f@PN) . f(@PN) search phrase recorded as its frequéndhe size

of the corpus is estimated at 3.7 billion, the number
of hits returned in a search ftne These counts are
4 Materials and Methods underestimates of the true frequencies, as a phrase
41 Light Verbs may appear more than once in a web page, but we

assume all counts to be similarly affected.
Common light verbs in English includgive take
make get have anddo, among others. We focus 4.4 Extraction

Pere ontltwo dOf th((ejm, t_l.e.lglve a(r;o_l ta}kehtthatbare Most required frequencies are simple counts of a
requently and productively used in ight Verob cony, 4 o string of words, but the syntactic patterns
structions, and are highly polysemous. The Wor

: ysed in the compositionality measure present some
Net polysemy count (number of different senses) o omplexity. Recall thaPSyes and PSeq are pattern
giveandtakeare 44 and 42, respectively. 9

sets representing the syntactic contexts of interest.
4.2 Experimental Expressions Each pattern encodes several syntactic attributes:

. . . . the voice of the extracted expression (active or pas-
Experimental expressions—i.e., potential LVCs us- P ( P

. . sive); d, the type of the determiner introduci
ing give and take—are drawn from two sources. ) yp g

The development and test data used in experimen(tdseﬁmte or indefinite); and, the number oN (sin-

o . ) ular or plural). In our experiments, the set of pat-
of compositionality (bncD and bncT, respec'uvely)g piut ) : P " P
terns associated with less-compositional UBgs,
are randomly extracted from the BNC (BNC Ref- . . . o
consists of the single pattern with values active, in-

_erence _Gwde, 2000)’. ylelo!mg expresspns Cove[j'efinite, and singular, for these attribut@S5,egcon-
ing a wide range of figurative usages @giize and

. . : sists of all patterns with at least one of these at-
take with complements from different semantic cat-_. h :
tributes having the alternative value.

egories. In contrast, in experiments that involve ac- .
- . . " While our counts on the BNC can use syntac-
ceptability, we need figurative usages of “the samg

.. ) . L tic mark-up, it is not feasible to collect counts on
type”, i.e., with semantically similar complement

. . the web for some of the pattern attributes, such as
nouns, to further examine our hypothesis on the

class-based behaviour of light verb combinations. " We develop two different variations of the

Since in these LVCs the complement is a predicameasure’ one for BNC counts, and a simpler one for

tive noun in stem form identical to a verb, we form 2All searches were performed March 15-30, 2005.



give take Sample Expressions
Human Ratings| bncD bncT | bncD  bncT Human Ratings give take
‘low’ 20 10 36 19 ‘low’ give a squeeze take a shower
‘medium’ 35 16 9 5 ‘medium’ give help take a course
‘high’ 24 10 27 10 ‘high’ give a dose take an amount|
Total 79 36 72 34

Table 3: Sample expressions with different levels of composi-
Table 2: Distribution of development and test expressions wittionality ratings.
respect to human compositionality ratings.

5.2 Judgments of Acceptability

web counts. We thus subscripto@p with abbre- o, 5cceptability measure is compared to the hu-
viations standing for each attribute in the measurey oo judgments gathered by Stevenson et al. (2004).
CoMPygp for a measure involving all three attributes—, expert native speakers of English rated the ac-
(used on BNC data), anddbipy for a measure in- conanility of each potential “LV+PN” construction
volving determiner type only (used on web data). generated by combiningive and take with candi-

date complements from the development and test

5 Human Judgments Levin classes. Ratings were from 1 (unacceptable)
to 5 (completely natural; this was capped at 4 for
5.1 Judgments of Compositionality test data), allowing for “in-between” ratings as well,

such as 2.5. On test data, the two sets of ratings
To determine how well our proposed measurgielded linearly weighted Kappa values of .39 and
of compositionality captures the degree of lit-72 for give andtakeg respectively. (Interestingly,
eral/figurative use of a light verb, we compare it similar agreement pattern is found in our human
scores to human judgments on compositionalitycompositionality judgments above.) The consensus
Three judges (native speakers of English with sufset of ratings was formed from an average of the two
ficient linguistic knowledge) answered yes/no quessets of ratings, once disagreements of more than one
tions related to the contribution of the literal meanpoint were discussed.
ing of the light verb within each experimental ex-
pression. The combination of answers to these que8- Experimental Results
tions is transformed to numerical ratings, rangingl_ N ] .
from O (fully non-compositional) to 4 (largely com- 10 evaluate our compositionality and acceptability
positional). The three sets of ratings yield linearlyneéasures, we compare them to the relevant con-
weighted Kappa values of .34 and .70 fiveand S€nsus human ratings using the Spearman rank cor-

take respectively. The ratings are averaged to forrfflation coefficientrs. For simplicity, we report
a consensus set to be used for evaluation. the absolute value af; for all experiments. Since

The lists of rated expressions were biased towa rlg most cases, correlations are statistically signifi-

figurative usages afiveandtake To achieve a spec- cant (D. < '0.1)’ we o'm|tp'values; thoses values
. . . for which p is marginal (i.e.,.01 < p < .10) are
trum of literal to figurative usages, we augment the

: o ) . ._Subscripted with an “m” in the tables. Correlation
lists with literal expressions having an average ratmg . .
. .. 5cores in boldface are those that show an improve-
of 5 (fully compositional). Table 2 shows the distri- .
ment over the baselinemi,..

bution of the experimental expressions across three . . . .
ThepPwmI,. measure is an informed baseline, since

intervals of compositionality degree, ‘low’ (ratings . i -
P y €eg ( g it draws on properties of LVCs. Specificallgmi,,.

< 1), ‘medium’ (1< ratings< 3), and ‘high’ (rat- the strength of th iation bet
ings> 3). Table 3 presents sample expressions Wiﬁfﬁ‘eaSures e strength of the association between a

. e . : ight verb and a noun appearing in syntactic patterns
different levels of compositionality ratings.
! v postt ty rating preferred by LVCs, i.ePMl,,c = PMI(LV; N, PSys).

Assuming that an acceptable LVC forms a detectable

3We asked the judges to provide short paraphrases for each

expression, and only use those expressions for which the maj&(-)lI()C‘amon’P'VI e Can be interpreted as an informed

ity of judges expressed the same sense. baseline for degree of acceptabiliymi,,. can also



PMive COMPygn Levinclass:| 18.1,2| 30.3| 43.2
Lv Data Set n| rg Is Lv n=35 | n=18 | n=35
bncT 36| .62 .57 give | % fair/good ratings 51 44 54
give | bncDT 114 | .68 .70 log of mean ACPT -6 -4 -5
bncDT/a 79| .68 .75 take | % fair/good ratings 23 28 3
bncT 34| 51 .59 log of mean ACPT -4 -3 -6
take | bncDT 106 | .52 .61
bncDT/a 68| .63 72 Table 5: Comparison of the proportion of human ratings consid-

ered “fair” or “good” in each class, and the lggof the mean
Table 4: Correlationsr§; n = # of items) between human com- AcpPTscore for that class.
positionality ratings and GMP measure (counts from BNC).

with CoMpq, the compositionality measure using

be considered as a baseline for the degree of compgeb data. The correlation scores foo@pPy on
sitionality of an expression (with respect to the lightoncDT are .41 and .35, fagive and take respec-
verb component), under the assumption that the leggely, compared to a baseline (using web counts) of
compositional an expression, the more its compa37 and .32. We find that @pr,q, has significantly
nents appear as a fixed collocation. higher correlation scores (largarand much smaller

p values), as well as larger improvements over the
baseline. This is a confirmation that using more syn-

tactic information, from less noisy data, improves

Table 4 displays the correlation scores of the humage herformance of our compositionality meastire.
compositionality ratings with GmpPyg,, Our com-

positionality measure estimated with counts frong 2 Acceptability Results

the BNC. Given the variety of light verb usages ) .

in expressions used in the compositionality datawe have o goals in assessing ouT#y measure.
we report correlations not only on test data (bncT)‘?_ne IS to demonstrate that the measure IS indeed in-
but also on development and test data combinecHC""t'Ve of_the level of acceptabu!ty of an LV,C’ _and
(bncDT) to get more data points and hence more réhe other is to explore whether it helps to indicate

liable correlation scores. Compared to the baselin§!2SS-based patterns of acceptability.
COMPyan has generally higher correlations with hu- Re_gardlng the latter, Stevenson et al. (ZOQA}) found
man ratings of compositionality. differing overall levels of (human) acceptability for

There are two different types of expressiongiﬂerem Levin classes combined witfive andtake

among those used in compositionality experimentl:h_IS |nd|chates a ;glronLg\j/lnflgence ?f semantic s_'m"
expressions with an indefinite determiner(e.g., arity on the possible LV and complement combina-

give a kich and those without a determiner (e_g_’tlons. Our AcPT measure also yields differing pat-

give guidanck Despite shared properties, the twoterns across the semantic classes. Table 5 shows,

types of expressions may differ with respect to Synf_or each light verb and test class, the proportion of

tactic flexibility, due to differing semantic proper- acceptable LVCs according to human ratings, and

ties of the noun complements in the two cases. V\;Qe log of t_he .mean APT score for that LV and
thus calculate correlation scores for expressions wifHaSS comblnatlop. Fanke _the AC PT Score gener-
the indefinite determiner only, from both develop-a”y reflects the difference in proportion of accepted

ment and test data (bncDT/a). We find thai@Pyqn expressions according to the human ratings, while

has higher correlations (and larger improvement®" 91V the measure is less consistent. (The three
over the baseline) on this subset of expressiong.eveloloment classes show the same pattern.) The

(Note that there are comparable numbers of ite CPT measure thus appears to reflect the differing
in bneDT and bneDT/a. and the correlation scoreRatterns of acceptability across the classes, at least

are highly significant—very smagl values—in both 4Using the automatically parsed BNC as a source of less

cases.) noisy data improves performance. However, since these con-
. . . _structions may be infrequent with any particular complement,

To explore the effect of using a larger but NOISIE{ye do not expect the use of cleaner but more plentiful text (such

corpus, we compare the performance abM@,q,  as existing treebanks) to improve the performance any further.

6.1 Compositionality Results



" é?;"sns . f“’”wo rACPT ratings, while ACPT correlates best with acceptabil-
S S . .
181,2 35| 39, .55 ity ratings.
give | 30.3 18| .38y .73
432 35| .30m 34m : ; :
I o 7 Discussion and Concluding Remarks
take | 30.3 18| .55 64 _ _
43.2 35| 43 47 Recently, there has been increasing awareness of the

need for appropriate handling of multiword expres-
Table 6: Correlationsr§; n = # of items) between acceptability sions (MWESs) in NLP tasks (Sag et al., 2002). Some
measures and consensus human ratings (counts from web). N N .

research has concentrated on the automatic acqui-
sition of semantic knowledge about certain classes

Human PMlye ACPT COMPy

Ratings | LV nre re s of MWEs, such as compound nouns or verb parti-
accept. | give 88| .31 A2 40 cle constructions (VPCs) (e.g., Lin, 1999; McCarthy
(Levin) | take 88| .58 61 .56 et al., 2003; Villavicencio, 2003). Previous research
compos. | give 114 | .37 2k 41 - ]

(bncDT) | take 106 | .32 30 .35 on LVCs, on the other hand, has primarily focused

_ _ on their automatic extraction (e.g., Grefenstette and
Table T Contelationat; 1 of ) between sach measrere el 1995; Dras and Johnson 1996; NGO04
though see Stevenson et al. 2004).

Like most previous studies that focus on seman-
for take tic properties of MWES, we are interested in the is-
To get a finer-grained notion of the degree t&ue of compositionality. Our @P measure aims to

which AcpT conforms with human ratings, we identify a continuum along which a light verb con-
present correlation scores between the two, itfibutes to the semantics of an expression. In this
Table 6. The results show thatcAT has higher way, our work combines aspects of earlier work on
correlation scores than the baseline—substantiallyPC semantics. McCarthy et al. (2003) determine a
higher in the case ajive The correlations fogive continuum of compositionality of VPCs, but do not
also vary more widely across the classes. distinguish the contribution of the individual compo-
These results together indicate that the accepients. Bannard et al. (2003), on the other hand, look
ability measure may be useful, and indeed taps in@ the separate contribution of the verb and particle,
some of the differing levels of acceptability acrosdut assume that a binary decision on the composi-
the classes. However, we need to look more closefipnality of each is sufficient.
at other linguistic properties which, if taken into ac- Previous studies determine compositionality by
count, may improve the consistency of the measur&oking at the degree of distributional similarity be-
tween an expression and its component words (e.g.,
6.3 Comparing the Two Measures McCarthy et al., 2003; Bannard et al., 2003; Bald-
Our two measures are intended for different purwin etal., 2003). Because light verbs are highly pol-
poses, and indeed incorporate differing linguistic inysemous and frequently used in LVCs, such an ap-
formation about LVCs. However, we also noted thaproach is not appropriate for determining their con-
PMI,. can be viewed as a baseline for both, indicattribution to the semantics of an expression. We in-
ing some underlying commonality. It is worth ex-Stead examine the degree to which a light verb usage
ploring whether each measure taps into the diffeis “similar” to the prototypical LVC, through a sta-
ent phenomena as intended. To do so, we correldistical comparison of its behaviour within different
Cowmp with the human ratings of acceptability, andsyntactic patterns. Syntactic flexibility and semantic
AcPT with the human ratings of compositionality, compositionality are known to be strongly correlated
as shown in Table 7. (The formulation of thee At  for many types of MWESs (Nunberg et al., 1994). We
measure here is adapted for use with determiner-lefaus intend to extend our approach to include other
LVCs.) For comparability, both measures use coungolysemous verbs with metaphorical extensions.
from the web. The results confirm thab@pry cor- Our compositionality measure correlates well
relates better than doescART with compositionality with the literal/figurative spectrum represented in



human judgments. We also aim to determine fineBannard, C., Baldwin, T., and Lascarides, A. (2003).

grained distinctions among the identified figurative A statistical approach to the semantics of verb-

usages of a light verb, which appear to relate to the particles. InProceedings of the ACL-SIGLEX

semantic class of its complement. Semantic class Workshop on Multiword Expressions: Analysis,

knowledge may enable us to elucidate the types of Acquisition and Treatmenpages 65-72.

relations between a light verb and its complemengnc Reference Guide (2000Reference Guide for

such as those determined in the work of Wanner ine British National Corpus (World Editiongec-

(2004), but without the need for the manually la- 5 edition.

b_elleq tralr_ung data which his approach requwesButt’ M. (2003). The light verb jungle. Workshop

Villavicencio (2003) used class-based knowledge to on Multi-Verb Constructions

extend a VPC lexicon, but assumed that an unob- '

served VPC is not acceptable. We instead believe©!lins, M. (1999).Head-Driven Statistical Models

that more robust application of class-based knowl- for Natural Language ParsingPhD thesis, Uni-

edge can be achieved with a better estimate of the Versity of Pennsylvania.

acceptability of various expressions. Dras, M. and Johnson, M. (1996). Death and light-
Work indicating acceptability of MWEs is largely ~ ness: Using a demographic model to find support

limited to collocational analysis using PMI-based Vverbs. InProceedings of the Fifth International

measures (Lin, 1999; Stevenson et al., 2004). We Conference on the Cognitive Science of Natural

instead use a probability formula that enables flex- Language Processing

ible integration of LVC-specific linguistic proper- punning, T. (1993). Accurate methods for the statis-

ties. Our ACPT measure yields good correlations tics of surprise and coincidenc&Computational
with human acceptability judgments; indeed, the av- | inguistics 19(1):61-74.

erage increase over the baseline is about twice BSefenstette. . and Teufel S (1995). Corpus-
high as that of the acceptability measure proposed based met,hod for automati1c identification of sup-

by Ste\;]ensor;l et alc.j_]sf2004). AlthoughcAr also port verbs for nominalization. IRroceedings of
somewhat reflects different patterns across seman-y 24 eeting of the EACL

tic classes, the results clearly indicate the need for ) ) ]
incorporating more knowledge into the measure t§€ams, K. (2002).  Light verbs in English.
capture class-based behaviour more consistently. ~ Manuscript.

The work presented here is preliminary, but is thé-evin, B. (1993).English Verb Classes and Alterna-
first we are aware of to tie together the two issues of tions: A Preliminary Investigation The Univer-
compositionality and acceptability, and relate them Sity of Chicago Press.
to the notion of class-based meaning extensions ofn, D. (1999). Automatic identification of non-
highly polysemous verbs. Our on-going work is fo- compositional phrases. Proceedings of the 37th
cusing on the role of the noun component of LVCs, Annual Meeting of the AGlpages 317-324.
to determine the C(_)mpositional cont.ribution of th%cCarthy, D., Keller, B., and Carroll, J. (2003).
noun to the sema_ntlt_:s ofthgexpressmn, a_md the rOIeDetecting a continuum of compositionality in
of noun classes in influencing the meaning exten- pn 454 verbs. IRroceedings of the ACL-SIGLEX
sions of light verbs. Workshop on Multiword Expressions: Analysis,

Acquisition and Treatment
Moiron, M. B. V. (2004). Discarding noise in an au-
Baldwin. T.. Bannard. C.. Tanaka. T.. and Wid- tomatically acquired lexicon of support verb con-

dows,’ D. ’(2003)_ A,n er’npirical rr;ode;l of multi- Structions. IrProceedings of the 4th International

word expression decomposability. Proceedings ~ Conference on Language Resources and Evalua-
of the ACL-SIGLEX Workshop on Multiword Ex- tion (LREC)

pressions: Analysis, Acquisition and TreatmentNewman, J. (1996).Give: A Cognitive Linguistic

pages 89-96. Study Mouton de Gruyter.
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