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Introduction
Techniques to classify opinion or sentiment in text as ei-
therpositiveor negativeemploy features such as individual
words, bigrams, and part-of-speech patterns. When individ-
ual words and bigrams are employed, both the frequency of
their presence and their predetermined probable polarity are
used to decide the polarity of the text to be classified; neu-
tral words and bigrams are not useful in this task. We refer
to words that provide polarity cues asnuance-bearing.

Joanna Channell (2000) claims that through the system-
atic manual examination of corpus data, properties of evalu-
ative expressions that cannot be intuitively understood can
be assigned. Specifically she looks at concordances and
identifies expressions or collocations in which the words in-
dividually do not carry evaluative nuance but which collec-
tively are predominantly used in a positive or negative con-
notation. She provides examples to illustrate her theory:

1. par for the course: Though the wordpar may have mild
positive connotation, the remaining wordsfor the course
are not imbued with any semantic polarity. Channell
found that this collocation was usually found in a nega-
tive context.

2. off the beaten track: The wordbeatenhas many negative
connotations relating todefeatandassault. The remain-
ing words in this collocation are neutral. Yet this expres-
sion usually refers to a positive, idyllic place and is most
often found in a positive context.

Channell’s observations have interesting implications in
determining the polarity of a sentence or text: There are
words that are neutral and would be ignored in isolation as
cues to evaluative orientation, but which, when appearing
in a collocation, provide a positive or negative polarity cue.
Unigrams and bigrams have been implemented as affect-
bearing polarity cues. Clearly, the set must be expanded to
include longer and more complex collocations. In particular,
we need to look beyond simple strings of adjacent words (or
n-grams), and consider both phrasal patterns and templates
with variable slots as potential cues to semantic orientation.

Here, we follow Smadja’s (1993) view of collocations as
lexical clusters that aredomain-specific, context-recurrent,
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andcohesive. They include two-wordpredicative relations
that appear in a fixed syntactic relationships to each other,
but not necessarily contiguously; for example, the colloca-
tion make . . . decisionmay be realized asto make a deci-
sion, decisions to be made, andmake an important decision).
Collocations also includephrasal templates: phrase-length
structures that contain one or more variable slots that must
be filled in a particular way. These slots may contain differ-
ent values:The Dow Jones average fell NUMBER points to
NUMBER. McKeown and Radev (2000) view collocations
as lying somewhere on the continuum between rigid idioms
and free word associations. In this research, we expand this
view to regard idiomatic expressions as collocations.

The primary goal of this research is to test the hypothesis
that there are nuance-bearing collocations that can be used to
determine the subjective orientation of text when other ori-
entation cues are not present, and to determine whether these
collocations exist in significant numbers. While Channell
claims that in her manual examination of text that she has
found this to be true, it remains to be seen whether these col-
locations can be automatically extracted, orientation-tagged,
and used as feature sets to classify text orientation, and
whether their use augments current sets and improves clas-
sification standards. In this paper, we describe research that
is presently under way to answer these questions.

In addition, we want to provide a repeatable technique
(perhaps even a toolkit) for extracting new nuance-bearing
collocations. While executing this technique once for the
purpose of this research may provide a single feature set to
assist in the determination of orientation, language contin-
ues to evolve and new collocations will frequently appear
that should be added to the set. As well, this technique may
be useful in extracting domain-specific nuance-bearing col-
locations from a corpus for the purpose of a domain-specific
orientation classification.

Related Work
Subjectivity of text

The classification of text as either subjective or objective is
clearly a precursor to determining the orientation of evalua-
tive text since objective text is not evaluative by definition,
and needs to be eliminated from this exercise. Wiebe’s re-
search, often in collaboration with other researchers, focuses



on subjectivity tagging, and identifying the characteristics of
subjectivity. Subjectivity tagging and differences of opinion
about subjectivity have been explored by Bruce and Wiebe
(1999) and Wiebe et al. (2001). Hatzivassiloglou and Wiebe
(2000) have explored different forms of adjectives and their
usefulness as subjectivity clues. More recent collaborations
between Riloff, Wiebe and Wilson (Riloff, Wiebe and Wil-
son 2003, Riloff and Wiebe 2003) have incorporated Riloff’s
bootstrappingtechniques (1996) to extract words and pat-
terns which are useful subjectivity classifiers. The signifi-
cance of this later work (apart from the use of bootstrapping)
is that it moves away from simple unigrams and bigrams as
classification features and uses phrase patterns to identify
subjective text — a step in the direction of using colloca-
tions as classifiers.

Nuance-bearing words and bigrams
Techniques to classify evaluative text often rely on the pres-
ence of unigrams or bigrams which have been correlated to
positive or negative orientation. Hatzivassiloglou and Mc-
Keown (1997) used the wordsand, or, andbut as linguis-
tic cues to extract adjective pairs, which they then clus-
tered into positive and negative partitions. Turney (2002)
assessed the semantic orientation of two-word phrases using
their occurrence near the strongly-polarized wordsexcellent
and poor. Yu and Hatzivassiloglou (2003) have extended
Turney’s work and used the co-occurrence of a word and its
part-of-speech tag with a set of previously classified nuance-
bearing words to calculate the polarity measure of that word.
This technique has significantly expanded the set of nuance-
bearing words to be considered as features.

Collocation extraction
Though considerable study has been performed in the ex-
traction of collocations, the space limitations of this paper
limit our discussion to the work of Frank Smadja (1993), as
it is his Xtract procedure that we implement.

Smadja’s algorithm incorporates the technique of
Choueka, Klein, and Neuwitz (1983) in which frequency
identifies significant (contiguous)n-grams, and Church and
Hanks’smutual informationmetric (1989), which looks at
the cohesiveness of words that areneareach other. The lat-
ter permits Smadja to expand from Choueka’s rigid noun
phrases to include phrasal templates. Through the applica-
tion of filters with prespecified thresholds, Smadja effec-
tively eliminates most of the insignificant lexical clusters
retaining meaningful collocations. McKeown and Radev
(2000) indicate that after passing through the filtering pro-
cess in the third and final phase of Smadja’s process, 80%
of the collocations retrieved were consideredgoodby a lex-
icographer. Smadja’s technique for retrieving phrasal tem-
plate collocations provides an effective method of identify-
ing potentially nuance-bearing features that extend beyond
simple words andn-grams.

Data
Our data is the 3,144 part-of-speech-tagged written texts in
the British National Corpus, World Edition (BNC) (Burnard
2000).

McKeown and Radev (2000) point out that collocations
tend to be dialect-specific. Collocations that are used in
British English may not be used in American English. The
implication of this is that if the corpus used for collocation
extraction is from one dialect, the corpus to test their useful-
ness must come from the same dialect. As well, collocations
are often technical and jargonistic, and therefore domain-
specific extraction and application may be more effective.
Experiments with the data, such as implementing domain
constraints, will determine whether this technique can apply
generally to the entire BNC.

Procedure

Text preparation
Input: PoS-tagged BNC texts.
Output: BNC texts suitably formatted for collocation ex-
traction.

We filter the BNC texts, removing extraneous information
and modifying the tags to ensure that they are in the format
required byXtract .

Collocation extraction
Input: BNC texts suitably tagged for collocation extraction.
Output: Syntax-tagged collocations containing the “largest
subsuming statisticaln-grams” (Smadja 1993).

Using Smadja’sXtract program, we extract both phrasal
templates and rigid noun phrases. In the first stage, signif-
icant bigrams are extracted. Through the use of automated
concordances using the bigrams produced in this stage, col-
locations are produced then filtered in the second stage. In
the third and final stage, using a bottom-up parser, and a par-
tial parse tree, the pairwise syntactic relations (e.g.,subject-
verb or verb-object) between the words in the collocation
are identified and examined. When the syntactic (modifier-
modifier) relation is inconsistent between occurrences, that
collocation is considered to be insignificant, and is filtered
out.

Determining the evaluative orientation of
collocations
Input: Collocations extracted from BNC and the BNC sen-
tences.
Output: Orientation-tagged collocations.

In this phase we attempt to identify and tag those collo-
cations that are predominantly found with either a positive
connotation or a negative one. To accomplish this, we exam-
ine the neighborhood ofn sentences on either side of each
occurrence of a collocation, including the remaining words
in the sentence in which the collocation occurs. If the ori-
entation of the neighborhood is predominantly negative, the
connotation of that occurrence will be counted as negative;
if it is predominantly positive, it will be counted as posi-
tive. We have not yet determined the value ofn and the
exact threshold forpredominantly. These values will be es-
tablished through experimentation.



To determine the orientation of the neighborhood, the sen-
tences in it must be individually classified as either positive
or negative. Each sentence is treated as abag of words. De-
pending on the frequency of nuance-bearing words (classifi-
cation features) in the sentence, it is considered either pos-
itive, negative, or undetermined. We use the orientation-
tagged words of the General Inquirer (Stone 1966) as fea-
tures. As well, we apply the techniques of Yu and Hatzivas-
siloglou (2003) to generate new classification features from
a seed set.

If x percent of a neighborhood of a collocation is counted
as positive or counted as negative, then that collocation will
be classified accordingly. Again, the threshold value ofx
will be established through experimentation.

Testing the usefulness of collocations
Input: Syntax- and orientation-tagged collocations; un-
tagged sentences.
Output: Measure of success of collocations in determining
evaluative orientation of text.

In the final phase, we look at the usefulness of our
orientation-tagged collocations in determining the orienta-
tion of text. Using a either a secondary corpus, we extract
a sample number of our collocations and theirn-sentence
neighborhoods. We will ask judges to manually tag the nu-
ance of each collocation as it occurs in its extracted neigh-
borhood. We will compare this to our automated classifica-
tion to establish a measure of success. We will also look at
those neighborhoods whose connotation (positive or nega-
tive) did not agree with that established for the collocation
from its other occurrences in the corpus. It will be interest-
ing to find out if these occurrences differ because of effects
such as irony or sarcasm.

Conclusion
Collocations communicate more than the words that they are
composed of. In this research we are seeking collocations
that express affect, serving as cues that identify a positive or
negative stance. We believe that the use of nuance-bearing
collocations will be an important factor in improving the ac-
curacy of systems that determine the orientation of text.

We expect that our technique will provide a tool for the
on-going discovery and classification of new nuance-bearing
collocations, both general and domain-specific, that arise as
a result of the continual evolution of language.
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